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Abstract

Large-scale pretrained language models (PLMs) have achieved rapid progress in recent years, dominating the leaderboards of various NLP tasks. In this work, we focus on one such model, namely GPT-3 (Brown et al., 2020). We thoroughly evaluate GPT-3 on the task of closed-book question answering (CBQA). Question answering is a knowledge-intensive task requiring significant amount of factual knowledge. By constraining in the closed-book setting, models cannot retrieve knowledge from external knowledge bases but instead have to rely on the knowledge stored in their own parameters. By analyzing the performance of GPT-3 on different types of questions, we not only probe how much factual knowledge is stored in GPT-3, but also gain a better understanding of the strengths and weaknesses of GPT-3 in terms of different reasoning capabilities. To facilitate future work, we open source all the code, model predictions and human annotations in https://github.com/NoviScl/GPT3QA.

1 Introduction

Large-scale PLMs such as BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019), T5 (Raffel et al., 2020) and GPT-3 (Brown et al., 2020) have become the default choice in many NLP tasks due to their strong empirical performance. In particular, the large number of parameters in these PLMs give rise to the possibility of language models as knowledge bases (Petroni et al., 2019) where large amounts of factual knowledge is stored in the parameters of these PLMs, removing the need for external knowledge bases like Wikipedia.

This idea motivated a new approach of solving open-domain question answering (ODQA). Traditionally, ODQA adopts a retriever-reader pipeline (Chen et al., 2017) where a retriever first finds the most relevant passage from external knowledge bases and then runs a machine reading model on the selected passage to extract the answer span. In contrast, since PLMs already contain significant amount of knowledge, recent works (Brown et al., 2020) directly feed the questions to a generative model and let the model generate the answer. We call this setting closed-book QA (CBQA) because the model is not conditioning on passages from any external sources. In this work, we focus on benchmarking GPT-3 on a wide range of CBQA datasets as a way to understand the strengths and weaknesses of GPT-3.

Compared to other natural language understanding tasks, the evaluation of question answering models is a non-trivial task. Previous works (Si et al., 2021) have pointed out pitfalls in the conventional exact matching metric. Our preliminary human analysis also reveals that exact matching misses many correct predictions that have different surface forms than the gold answer annotation. In order to get reliable evaluation for our benchmarking, we conducted human annotation of model predictions and use them as references to guide the development of better automatic evaluation systems. We show that our new evaluation system is much better correlated with human judgement than the original exact matching metric. We release our evaluation system along with all model predictions and human annotations to facilitate future works on further improving the automatic evaluation of QA models.

Moreover, it is well known that prompt engineering plays an important part in the performance of GPT-3 (Lu et al., 2021; Liu et al., 2021). To better understand this impact in the context of CBQA, we further implement a model called GPR: GPT-3 with Prompt Retrieval. GPR dynamically retrieves...
the most relevant QA-pairs from the training corpus for each test question and use them to construct the prompt. We benchmark the performance of both GPT-3 and GPR on our CBQA test sets.

In summary, our contributions in this paper are:

1. We manually annotate 1600 model predictions and analyze the mistakes of the automatic exact matching metric. Based on the analysis, we develop an improved Fuzzy Match system for evaluating model predictions. (Section 2)

2. We compile a comprehensive CBQA benchmark called DiverseQA consisting of different types of questions from eight existing QA datasets. (Section 3)

3. We implement three CBQA systems: a T5 based QA system, a GPT-3 based QA system and a prompt-retrieval augmented system built on top of GPT-3 called GPR. (Section 4)

4. We benchmark T5, GPT-3 and GPR on our DiverseQA benchmark and analyze the strengths and weaknesses of these models. (Section 5)

2 Automatic Evaluation: What’s Wrong and How to Fix

2.1 Motivation

The most accurate way of evaluating model predictions is apparently through human annotation. However, human evaluation is expensive and time-consuming and so we have to resort to automatic metrics especially when our test sets are large. The most popular automatic evaluation metric in QA research is Exact Match (EM), which does simple string matching between normalized answer prediction and gold answer. However, it is well-known that EM often misses correct predictions in alternative forms (Si et al., 2021).

As a motivating example, when we give the question “What is the current Mac OS operating system?” (from NQ), GPT-3 predicts “macOS Mojave” while the gold answer is “10.14”. Non-surprisingly, EM considers this wrong, while all of authors of this paper think it is correct because “10.14” is the version number of “macOS Mojave”.

In order to ensure accurate automatic evaluation of model predictions, we propose a new evaluation metric named Fuzzy Match (FM). The development of FM is through iterative trial and error - the authors first manually annotated a set of model predictions and then try to resolve all possible errors of EM by incorporating corresponding matching heuristics. The following section details the FM system.

2.2 Fuzzy Match

First, we perform normalization for articles, punctuations, white spaces as well as Unicode to Ascii conversion on model predictions. RapidFuzz is then used for fuzzy matching between strings. RapidFuzz computes a similarity score between two strings based on character matching and Levenshtein distance. Based on thorough tuning and human inspection, a similarity score of 63.3% is deemed enough to mark predictions correct. Another common problem in automatic evaluation is alternative surface forms or synonyms. For example, “snake” and “serpent” can often be considered as equivalent, but their string similarity is very low. To handle this, we mine NLTK’s WordNet (a lexical database for synonyms and more) to add synonyms of gold answers into the answer set. The idea is similar to Si et al. but we use a synonym dictionary instead of Freebase. Put together, our FM evaluator computes the string similarity between the normalized prediction and all possible answers including synonyms in the answer set, and returns the highest matching score. To assess the reliability of our FM evaluator, we compare the FM scores with human evaluation scores, as well as the EM scores as baseline.

3 DiverseQA: The Test Suite for CBQA

In order to comprehensively analyze the strengths and weaknesses of the CBQA models, we assemble a test set named DiverseQA consisting questions from 8 different QA datasets. We briefly introduce each dataset below. For each dataset, we sample 1000 training questions and 100 test questions. Note that for all of them, we make no use of passages from sources like Wikipedia.

Natural Questions (NQ) (Kwiatkowski et al., 2019) consists of real search queries from Google search engine.

TriviaQA (Joshi et al., 2017) consists of trivia questions authored by trivia enthusiasts.

BeerQA (Qi et al., 2021) consists of multi-hop questions with varying reasoning steps.

\[\text{https://github.com/maxbachmann/RapidFuzz}\]
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Evaluator</th>
<th>T5</th>
<th>GPT-3</th>
<th>GPR</th>
<th>ODQA</th>
</tr>
</thead>
<tbody>
<tr>
<td>NQ</td>
<td>Exact Match</td>
<td>–</td>
<td>24</td>
<td>29</td>
<td>41.5 (DPR)</td>
</tr>
<tr>
<td></td>
<td>Fuzzy Match</td>
<td>–</td>
<td>29</td>
<td>34</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Human Match</td>
<td>–</td>
<td>36</td>
<td>38</td>
<td>–</td>
</tr>
<tr>
<td>TriviaQA</td>
<td>Exact Match</td>
<td>25</td>
<td>53</td>
<td>52</td>
<td>56.8 (DPR)</td>
</tr>
<tr>
<td></td>
<td>Fuzzy Match</td>
<td>36</td>
<td>61</td>
<td>62</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Human Match</td>
<td>–</td>
<td>59</td>
<td>63</td>
<td>–</td>
</tr>
<tr>
<td>BeerQA</td>
<td>Exact Match</td>
<td>–</td>
<td>26</td>
<td>27</td>
<td>51.1 (IRRR)</td>
</tr>
<tr>
<td></td>
<td>Fuzzy Match</td>
<td>–</td>
<td>35</td>
<td>35</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Human Match</td>
<td>–</td>
<td>35</td>
<td>36</td>
<td>–</td>
</tr>
<tr>
<td>CSQA2</td>
<td>Exact Match</td>
<td>–</td>
<td>47</td>
<td>32</td>
<td>73.9 (T5-11B)</td>
</tr>
<tr>
<td></td>
<td>Fuzzy Match</td>
<td>–</td>
<td>47</td>
<td>32</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Human Match</td>
<td>–</td>
<td>47</td>
<td>32</td>
<td>–</td>
</tr>
<tr>
<td>HotpotQA</td>
<td>Exact Match</td>
<td>–</td>
<td>26</td>
<td>23</td>
<td>60.4 (BeamDR)</td>
</tr>
<tr>
<td></td>
<td>Fuzzy Match</td>
<td>–</td>
<td>34</td>
<td>32</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Human Match</td>
<td>–</td>
<td>34</td>
<td>30</td>
<td>–</td>
</tr>
<tr>
<td>QANTA</td>
<td>Exact Match</td>
<td>62</td>
<td>50</td>
<td>49</td>
<td>48.8 (BERT)</td>
</tr>
<tr>
<td></td>
<td>Fuzzy Match</td>
<td>67</td>
<td>80</td>
<td>84</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Human Match</td>
<td>67</td>
<td>85</td>
<td>85</td>
<td>–</td>
</tr>
<tr>
<td>StrategyQA</td>
<td>Exact Match</td>
<td>–</td>
<td>79</td>
<td>73</td>
<td>72 (RoBERTa)</td>
</tr>
<tr>
<td></td>
<td>Fuzzy Match</td>
<td>–</td>
<td>79</td>
<td>73</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Human Match</td>
<td>–</td>
<td>79</td>
<td>73</td>
<td>–</td>
</tr>
<tr>
<td>TimeQA</td>
<td>Exact Match</td>
<td>–</td>
<td>10</td>
<td>12</td>
<td>14.3 (Bigbird)</td>
</tr>
<tr>
<td></td>
<td>Fuzzy Match</td>
<td>–</td>
<td>17</td>
<td>22</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Human Match</td>
<td>–</td>
<td>19</td>
<td>24</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 1: Evaluation results of T5, GPT-3, GPR and strong open-domain QA models from recent papers. We evaluate 100 randomly sampled test questions for each dataset and report the score measured by different evaluators. We find that: 1) Our Fuzzy Match better aligns with human scores. 2) GPR is better than GPT-3 on 4 out of the 8 datasets, but notably does much worse on CSQA2 and StrategyQA. 3) GPT-3 based systems significantly outperform open-domain QA models on TriviaQA, QANTA, StrategyQA and TimeQA, but notably still lagging behind multi-hop questions and commonsense questions. Also, it is worth noting that all current models perform poorly on time-sensitive questions, showing large room for future work. Last but not least, please note that since StrategyQA’s test set is hidden, our results are evaluated on a hold-out set from the training set. When we submit the system to the official leaderboard (https://leaderboard.allenai.org/strategyqa/submissions/public), the score is 59.18 on the official test set, indicating potential distribution shifts between the training and test set.

**CSQA2** (Talmor et al., 2021) consists of yes/no questions based on commonsense knowledge.

**HotpotQA** (Yang et al., 2018) consists of multi-hop questions where the questions are based on Wikipedia.

**QANTA** (Rodriguez et al., 2019) consists incremental questions in the form of Quizbowl. Typically models need to buzz in once they are confident about the answer. In this work we feed the entire question prompt to the model without involving the buzzer for consistency with other QA formats.

**StrategyQA** (Geva et al., 2021) consists of multi-hop questions that require implicit reasoning. For example, “Did Aristotle use a laptop?”.

**TimeQA** (Chen et al., 2021) consists of time-sensitive questions. For example, “What position did George Washington hold in 1777?”, and “What position did George Washington hold from 1789 to 1797?”.

## 4 Models: T5, GPT-3 and GPR

In this work we have explored three types of models for CBQA: T5, GPT-3, GPR.

### 4.1 T5

We used Text-to-Text Transfer Transformer (T5) model to essentially act as a baseline. Our T5
model was trained on a mixture of TriviaQA and QANTA datasets. T5 model’s ability to use input text as context to generate output text made it a great candidate for CBQA trivia-style questions where we train the model on question/answer pairs without additional context.

The first step towards training the T5 model for CBQA was to normalize and standardize the data from QANTA and TriviaQA datasets. QANTA dataset was more challenging to normalize and standardize as most of the questions contained lot of information usually at the beginning that was contextual knowledge for the answer, but the answer itself was obviously not contained in there due to QANTA questions being in trivia format. The key was to find the beginning of the question which usually started with patterns like "For 10 points", "for ten points", "ftp", "for fifteen points" etc. For the answer associated with a given question, we extracted "page" field from the QANTA dataset as it indicated the name of the Wikipedia page that contained the answer. After we normalize the question and answer text (for e.g. making them case insensitive, removing symbols, punctuations etc.) we prepended "trivia question: " in front of the formatted QANTA and TriviaQA dataset question as part of the standardizing process. After both datasets were preprocessed, we created a dataset mixture using MixtureRegistry from SeqIO, which is a library used by T5 for managing data pipelines and for evaluation metrics. This dataset mixing was done in order to avoid overfitting on questions in a given dataset. Finally, we trained the T5-large model which is based on Mesh Tensorflow model (Shazeer et al., 2018) on Google Cloud TPU. We decided to use upto 256 embeddings for our question text even though a given layer in T5 model is insensitive to relative position beyond 128 tokens but the subsequent layers can build a sensitivity to larger offsets by combining local information from previous layers. (Raffel et al., 2020).

4.2 GPT-3

GPT-3 is a transformer-based autoregressive language model pretrained on massive amount of text data from the web. The training objective is the language modeling objective where the model predicts the next word given the context. We perform few-shot learning on GPT-3 via in-context prompting. Specifically, we randomly sample k QA pairs from the training set and concatenate them as the prompt to the model. We format the QA pairs as: “[question]. The answer is [answer].” in the prompt. When predicting answers for the test questions, we just let the model complete the “[answer]” part. For hyper-parameters, we set the number of examples k to be 16 for all datasets except QANTA where we use k=4 because QANTA questions are much longer (average question length of the test set is 134). We use temperature 0 to reduce randomness in the decoding and set the max number of decoded tokens to 6.

4.3 GPR: GPT-3 with Prompt Retrieval

Randomly selecting demonstration examples from the training set for the prompt unavoidably introduces randomness to the results: bad demo examples could lead to poor performance. To avoid this, we retrieve the k most similar QA pairs from the training set to use as the prompt. Specifically, we use TF-IDF to encode all questions and retrieve the most similar questions for each given test question based on cosine similarity. As an example, we show a test question and the top 4 retrieved questions from TriviaQA.

- Test Question: ‘Which President of the Philippines was deposed in 1986?’
  - Top 1: ‘In which year was Ferdinand Marcos first elected as President of the Philippines?’
  - Top 2: ‘Who became president of the USA in 1989?’
  - Top 3: ‘Who was the first Democrat President of the 20th century?’
  - Top 4: ‘Who was president of the USA at the outbreak of World War I?’

5 Benchmarking: Results and Insights

We present the evaluation results in Table 1. We highlight and discuss a few interesting observations below:

- Exact Match poorly captures the true performance of models. In comparison, our Fuzzy Match system almost perfectly correlates with human evaluation results.

- T5 is much worse than GPT-3 based systems even if T5 is trained on abundant training data while GPT-3 is used in a few-shot manner.
• In some instances, T5 produced a more complete answer than the label. For example here is a question from TriviaQA: "Which island is named after the world’s largest bear?" The answer associated with the question (not including the aliases) was "Kodiak". T5 model’s prediction was "Kodiak Island".

• GPR outperforms GPT-3 in 4 out of the 8 datasets, while it falls short on StrategyQA, CSQA2 and HotpotQA. One possible explanation is that relevant prompts are not helpful for commonsense reasoning and multi-hop reasoning.

• Even in a few-shot manner, GPT-3 and GPR can outperform ODQA models trained on full training sets on TriviaQA, QANTA, StrategyQA and TimeQA. While TriviaQA and QANTA focus more on factoid questions in nature, StrategyQA tests implicit multi-hop reasoning. It may be surprising that GPT-3 can achieve such high performance on StrategyQA without any explicit knowledge of the evidence chain. On the other hand, we have a rather confident conclusion that GPT-3 is still not good at time-sensitive questions yet, which motivates works on temporal aware language models.

6 Conclusion
In this work, we benchmarked GPT-3 on different types of questions to understand its strengths and weaknesses. We find that it performs well on factoid questions but is still weak on multi-hop, commonsense and time-sensitive questions. As an additional contribution, we developed a more reliable evaluation system for evaluating models predictions, which has been shown to better reflect models’ true performance. Due to time constraints, we leave more in-depth analysis to future work and hope that our results not only inform the community of GPT-3’s capabilities, but also shed light on what aspects of question answering needs more improvement.
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